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ABSTRACT: Benchmarking is a crucial step in evaluating virtual
screening methods for drug discovery. One major issue that arises
among benchmarking data sets is a lack of a standardized format for
representing the protein and ligand structures used to benchmark the
virtual screening method. To address this, we introduce the Directory
of Useful Benchmarking Sets (DUBS) framework, as a simple and
flexible tool to rapidly create benchmarking sets using the protein
databank. DUBS uses a simple input text based format along with the Lemon data mining framework to efficiently access and
organize data to the protein databank and output commonly used inputs for virtual screening software. The simple input format used
by DUBS allows users to define their own benchmarking data sets and access the corresponding information directly from the
software package. Currently, it only takes DUBS less than 2 min to create a benchmark using this format. Since DUBS uses a simple
python script, users can easily modify this to create more complex benchmarks. We hope that DUBS will be a useful community
resource to provide a standardized representation for benchmarking data sets in virtual screening. The DUBS package is available on
GitHub at https://github.com/chopralab/lemon/tree/master/dubs.

■ INTRODUCTION
Small molecule protein docking is one of many essential tools
applied in virtual screening pipelines for drug discovery.1−3

The docking protocol produces a 3D small molecule ligand
pose inside the binding cavity of a protein, which is
representative of the ligand conformation that is cocrystallized
with the protein target. Energetics of binding site interactions
of this pose are calculated to determine if the small molecule
binds to the protein target, as well as, to estimate the binding
affinity between the small molecule and the target. These
calculations are used to virtually screen large libraries of
synthetically feasible molecules to identify potential hits for
specific targets.4

The virtual screening community has developed several
benchmarking data sets to evaluate how well different docking
methods perform at these vital tasks.5−13 One of the popular
benchmarking set is the Astex Diverse Benchmark5 that is used
to evaluate how well a given methodology can reproduce the
crystal pose of a small molecule ligand in the bound (holo)
form of a protein. Similarly, the PDBBind14 and related
CASF11,15 data sets assess the ability of a docking method to
produce and select a crystal-like pose for the small molecule
ligand, and how well the methodology can rank the binding
affinity of the small molecule. The most common metric used
to identify a crystal-like pose is a root-mean-square deviation
(RMSD) within 2.0 Å of the true crystal pose.16,17 The
Directory of Useful Decoys (DUD)8 and Directory of Useful
Decoys Enhanced (DUD-E)9 data sets provide decoy ligands
which may not bind to the associated target proteins to
evaluate docking methods that can distinguish binders from

nonbinders. Furthermore, the Pinc is Not Cognate (PINC)12

benchmark is designed to evaluate how well a methodology
can “cross dock” a given ligand. Cross docking refers to a
process where a ligand is docked using the holo structure of a
target protein crystallized with a different ligand. Similarly, the
Holo-Apo Set 2 (HAP2)13 benchmark is designed to measure
the performance of methods to reproduce the crystal structure
of a bound ligand using the apo (or unbound) form of the
target protein. In addition to benchmarking sets derived from
known protein structures, the docking community has
produced “challenge sets” designed to rigorously validate a
docking methodology in a blind manner. Two of these data
sets are the Community Structure Activity Resource
(CSAR)18−21 and the Drug Design Data Resource
(D3R)22−24 using the data donated from the virtual screening
community. Given the importance of these benchmarking sets
as shown in the above works, it is clear that their continued
development is important to improving and validating virtual
screening pipelines.
The performance of any new virtual screening or docking

methodology is tested on at least a few of the above
benchmarks to gauge advancement in the field. Unfortunately,
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there are as many ways to format the input structure files for
docking as there are benchmarking sets since the input file
format specifications are not followed diligently. Here, we
explore various issues with several commonly used bench-
marking sets including PDBBind14 that is the most standards
compliant and then list the issue with DUD-E,9 PINC, Astex,5

and HAP213 (see Issues with current benchmarking sets in
the Supporting Information for more details). PDBBind has no
serious issues with file formats as it provides ligands in both
MOL2 and SDF file formats along and the receptor in the PDB
format. The authors consider both the biological assembly
(created through symmetry operations) and the symmetry
operations that are used to recreate the unit cell of the crystal.
However, in some cases, PDBBind does not consider chains
that belong to other biological assemblies, and this choice is
likely made on a per protein basis by manual curation (for
example, chain C in 4W9I interacts with the ligand in chain A,
but chain C is not considered). Although this choice is
confusing for the reproduction of this benchmark, it does not
present any systematic issues. The PDBBind benchmark also
does not consider residues other than water and metal ions in
the binding pocket. Although many docking programs remove
these atoms by default, the decision to do so should be made
by the authors of a given virtual screening method. Next, the
DUD8 and DUD-E9 benchmarks remove the element type for
atoms specified for the target proteins (a required component
of the PDB file format as per http://www.wwpdb.org/
documentation/file-format.php). This is easily addressed
because the atom names are given and can be used to
reproduce these columns. However, the DUD-E9 benchmark
does not contain columns that are used to denote the chain
name for a given residue. This issue cannot be addressed
without reference to the original protein databank structure.
Another issue with the DUD-E benchmark is its explicit
definition of protonation states through the nonstandard
relabeling of Histidine residues. Although some docking
methodologies ignore these, the explicit labeling of the
protonation states may bias a given docking method and it
should the decision of the developer or user of the method to
protonate a given residue. Some discrepancies also exist
between 3D coordinates of the structure provided by the
DUD-E benchmark compared to PDB (for example, the ligand
for 1L2S).
Additionally, the PINC12 benchmark only provides files in

the MOL2 format where the protein atom names have been
removed, causing difficulties when converting these files back
to the PDB format. The receptor input files are formatted as
MOL2 files instead of the traditional PDB files. This, by itself,
is not an issue as it is possible to convert between a properly
formatted MOL2 file and a PDB file. However, the provided
MOL2 files lack the atom names required by the PDB format,
thus making a direct conversion impossible. These atom names
are used by other docking programs to assign atom types,
identify rotatable bonds for flexible docking, or used to assign
charges for their respective scoring function. Therefore, a
properly formatted copy of this benchmark would be useful to
the docking community, but this cannot be done without
aligning the protein to the reference and ensuring that the 3D
coordinates do not change from the reference version. Finally,
no reference inputs are provided for the Astex and HAP2
benchmarks and need to be rederived for any new method
comparison. Since different methods have been used for
cleaning the experimental structures, there are many versions

of the Astex benchmark when evaluated in publications; and
they disagree about how well a given docking or virtual
screening method performs on this benchmark (compare Vina
results in FlexAID13 and rDOCK25). Unfortunately, adequate
details are not provided for preparing these files for docking
study and therefore reproducing a given result can become
challenging. To support these benchmarking sets, the
developers must support odd corner cases and other issues
related to formatting which takes additional development time
better spent improving their scientific methodology. The
differences in structure of the target, decoys, and ligands results
in errors associated with high quality evaluation of screening
methods.26 In general, attempts to use a nonstandard version
of these benchmarks may lead to differences in reported
performance compared to prior publications. To alleviate these
issues, we have created the Directory of Useful Benchmarking
Sets (DUBS) which aims to provide a framework for curated
and standardized version of past and future benchmarking sets.
For DUBS, we chose to base our benchmarking framework

on the highly standardized and widely accepted Macro
Molecular Transmission Format (MMTF)27 for input as
these files are already curated by the RCSB organization and
provide a standard way of representing atomic coordinates,
inter residue bonding, intra residue bonding, and other
important crystallographic information. Using MMTF data
structures, the entire protein data bank data takes less than 10
gigabytes of space,28 allowing users to easily keep a copy of the
PDB on their local hard drive. Furthermore, this is small
enough to fit into random access memory on modern day
workstations, enabling incredibly quick processing times as
compared to other formats. Our recently published Lemon
framework29 will be used for rapid processing by creating
simple Python scripts for generating suitable inputs for docking
software evaluation. These files are written using the
Chemfiles30 input/output library which supports reading/
writing a variety of formats in a highly standards compliant
manner. We have chosen to use the PDB file format for protein
input, as this format is standard for use in the docking
community, and the SDF file format as a preference for small
molecule input, as this format allows for the storage of formal
charge instead of partial charge. We did not want to include
the partial charges as such parameters can bias the performance
of a virtual screening methodology31−33 and, therefore, should
be handled with care for each docking simulation. Similar to
the input file types, DUBS can output ligands (and proteins) in
a variety of formats using the Chemfiles30 input/output library.
These file formats include SDF, Tinker XYZ, PDB, CML,
ARC, CSSR, GRO, MOL2, mmCIF, MMTF, and SMI. DUBS
can be used to standardize existing benchmarking data sets as
well as rapidly create user defined new benchmarks for virtual
screening applications.

■ METHODS
Input Format. DUBS is designed to work using a specific

input format that can incorporate variability in different types
of information to develop user defined benchmarking sets. An
overview of the DUBS pipeline is given in Figure 1 where an
input file formatted in this specific manner is parsed using the
provided python script that will be referred to as the parser,
henceforth. Currently, the input format for DUBS is designed
using five tags that is used by the parser to identify different
types of information in the input file. This information is
stored in nine dictionaries, which keep track of alignment of
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each benchmark protein to a reference protein (optional), and
pairing of ligands to their respective protein. To better describe
the input format and options, an example “block” of the input
format used for DUBS is shown in Scheme 1 for hivproteasea2

from the PINC benchmarking set and the program options for
each tag is provided in Scheme 2 for developing new
benchmarking sets. The input files for several existing
benchmarks, such as, PDBbind, Astex, PINC, HAP2, DUD-
E, etc., are provided at https://github.com/chopralab/lemon/

tree/master/dubs and as Supporting Information files. Addi-
tionally, there is a detailed DUBS user guide that explains the
tag system and its usage in DUBS.

Algorithm Description. Some benchmarking sets such as
PINC and HAP2 require the use of protein alignment as they
are designed to evaluate docking performance on non-native
protein conformations. To address this need, a customized
version of the TM-align algorithm34 is implemented in the
Lemon framework29 to allow for fast and accurate alignment
between crystal structures of the same target protein. Briefly,
this algorithm matches residues between the reference and
nonreference crystal structures and attempts to find the affine
transformation which minimizes the distance between the
alpha carbons of the matched residues. In contrast to the
original algorithm, the Lemon implementation incorporates
the chain name of the residues in addition to their standardized
residue ID. Additionally, this algorithm makes use of an
optimized version of the Kabsch algorithm35 to improve
performance time. We also provide a method to access binding
affinity information for specific protein−ligand pairs from
Binding MOAD (Mother of All Databases).36 Given a list of
paired PDB IDs and three letter ligand codes as input, DUBS
downloads the database information locally, parses the
information, and accesses the binding affinity information for
these pairs if it exists in the database. The binding affinity
information includes the type (Ki, Kd, IC50), value, and units
of the corresponding interaction.

Case Studies. Two case studies are presented in this work
to show the similarity between benchmarking sets produced by
DUBS versus originally published benchmarks. We obtained
the original benchmarking sets from their respective Web sites
(pdbbind.org.cn for PDBBind and dude.docking.org for DUD-
E) and compared these structures to the versions produced by
DUBS. To perform this comparison, we used the AutoDOCK
Vina37 scoring function to evaluate the scores of the native
pose in the binding pocket for the two versions of the
benchmarking sets. In addition, we calculated the difference in
RMSD between the two sets using OpenBabel.38

Software Availability. The DUBS software is available for
Python 3.6 and is compiled with gcc 6.3.0. It is freely available
for installation via the Python Package Infrastructure (PyPI).
All standardized formatted benchmarking sets are available for
download directly from GitHub (https://github.com/
chopralab/lemon/tree/master/dubs). The source code for
the Lemon framework API and documentation are available
on GitHub at https://chopralab.github.io/lemon/latest/.

■ RESULTS AND DISCUSSION
Commonly Used Benchmarking Sets. We showcase the

ability of DUBS to reproduce and standardize previously
published benchmarking sets by creating the input files
described above for six well established benchmarking sets
that derive from the protein databank (see Listing 2−7 in the
Supporting Information). We measured the amount of time
required to generate these benchmarking sets when the
Hadoop copy of the protein databank was stored in RAM
and using a single CPU core. We generated the benchmarking
inputs 50 times for each benchmarked to calculate a mean and
standard deviation for each calculation. We measured the total
time taken by the application as well as the “user” and “system”
time, which represent the time spent by the application itself
and the time taken accessing hardware/allocating memory,
respectively. These results are shown in Figure 2 and indicate

Figure 1. Overview of the DUBS software package where a flat text
file is used to describe a given benchmarking set. A detailed
description of this text file and the output of the dubs.py python script
is given in the Methods section.

Scheme 1. Input Format used for DUBS: Hivproteasea2
from the PINC Benchmarking Set

Scheme 2. Required and Optional Formatting Arguments
for Both Input Files (a) Involving a Reference Protein and
(b) Not Involving a Reference Proteina

aDenoted are required tags (1), optional tags (2), required tag
elements (3), and optional tag elements (4).
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that DUBS is able to quickly produce a benchmarking set in
less than 2 min. The most computationally expensive

benchmark to generate is the PDBBind Refined set simply
due to the number of ligands required to written as output files
the software. The next most computationally expensive
benchmark is PINC due to a large number of alignments
that are required for the benchmark to be generated as there
are 949 ligands as well as 60 proteins that needs to be aligned.
It should be noted that the application took a greater
proportion on its time in “user” mode for this benchmark
than in “system” mode, compared to the PDBBind Refined set.
These results show that DUBS can quickly recreate known
benchmarking sets from the protein data bank. DUBS also has
the ability to extract the binding affinity of a given ligand for a
given entry but this feature is not discussed further.
To ensure that DUBS is recreating the benchmarking sets

faithfully, we compared the AutoDOCK Vina score of the
crystal poses of the PDBBind 2016 core set11 using the protein
structures provided by the original authors and the structures
created by DUBS. We selected this scoring function because it
relies on the positions of the heavy atoms in the ligand and
protein and does not rely on the charges of the ligand and
proteins assigned by the benchmarking set. As stated
previously, it is not the goal of DUBS to provide atomic
charges as this may bias a benchmarking set to perform better
or worse for specific virtual screening methodology. The results
of this comparison (Figure 3) shows that DUBS is able to
recreate this benchmarking set faithfully. The structures
produced by DUBS perfectly match the provided structures
for 279 out of the 285 files provided by the original PDBBind

Figure 2. Timing results for the creation of five benchmark sets with
the number of proteins indicated above each bar.

Figure 3. Comparison of the four components of the AutoDOCK Vina scoring function using structures provided by DUBS versus those provided
by the original PDBBind 2016 Core set. The r2 value for each comparison is greater than 0.99, indicating that DUBS is able to faithfully recreate
this benchmarking set.
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authors. Specifically, the differences for two structures (4TMN
and 5TMN) is related to how DUBS handles the symmetry of
the crystal structures compared to PDBBind core set. By
default, DUBS only considers the symmetry of the biological
assembly in the unit cell, whereas PDBBind considers the
symmetry of the crystal point group. Therefore, PDBBind
contains an additional chain that is not included in the DUBS
version. Since different benchmarking sets apply different
cleaning, symmetry, and protonation operations on the
experimental crystal structures, we think that none of these
operations should be applied. This concept is discussed in
detail for the DUD-E9 benchmark in the next paragraph. Next,
the remaining 4 (out of 6) differences between PDBBind and
DUBS (4W9H, 4W9I, 4W9L, and 5C28) are due to the
inclusion of an additional chain in the version provided by
DUBS (chain L in the first three entries and chain B in the
latter entry). DUBS considers all biological assemblies in the
crystal structure, whereas PDBBind only considers one
biological assembly. It should be noted that there is no
difference between the native pose ligand RMSDs for the
structures generated by DUBS versus those provided by the
original PDBBind authors, therefore all differences in score are
due to changes in how the protein is represented. However, an
option in DUBS to remove other biological assemblies, even
when they are in contact with the ligand, resolves these four
differences.
A similar procedure was used to recreate the DUD-E

benchmark using DUBS that revealed many issues with
standardization of benchmarking sets. As an example, the
DUD-E benchmark changes to the histidine residues to reflect
their protonation states result in different residue codes for the
affected residues. These residue codes are not recognized as
histidine by some docking methods and are either ignored or
not handled properly. Additionally, the DUD-E benchmark
selectively includes residues such as Heme, ADP, NADP, etc.,
but removes other residues such as sugar molecules and
polyatomic ions. These differences result in small deviations
between the AutoDOCK Vina score in the original DUD-E
benchmark compared to DUBS set in its normal configuration
(see Figure S1 in the Supporting Information). It should be
noted that DUBS can be modified to reproduce the DUD-E
benchmark perfectly. However, these decisions will be different
than those made for other benchmarks and will result in
nonstandardization of benchmarking sets.
Novel Benchmarking Sets. In addition to the previously

published benchmarks, we wanted to show how easy it is to
create new benchmarking sets using the Lemon framework and
DUBS. For this example benchmarking set, we created a
simple script to identify all the small molecules in the PDB
which interact with a Heme group (see original Lemon
publication29 for details). This script identified 1974
complexes that matches this criterion and created a DUBS
input file without reference alignment. Of these complexes, 904
of them have unique small molecule ligands and we selected
the complex with the lowest crystal structure resolution as
representative of the small molecule/Heme protein complex.
The resulting benchmarking set contains commonly studied
complexes such as 1P2Y (nicotine in a CYPCAM) and 1R9O
(flurbiprofen in CYP2C9) as these complexes are present in
the Astex benchmark. In addition, it contains 6CIZ (a complex
of abiraterone with CYP17A1) and 4NKX (progesterone with
CYP17A1) which are not part of any benchmarking set. Using
these structures, one could create a custom benchmarking set

for measuring binding affinity toward various CYP enzymes.
All steps in this methodology took less than 10 min, showing
the power of the Lemon and DUBS pipeline. Depending on
the user, several other complex but standardized benchmarking
sets can be created using DUBS for future virtual screening
applications.

■ CONCLUSION
In the work, we have presented a new software package,
DUBS, for the creation of standards compliant benchmarking
sets. DUBS uses a simple, flat text file as input to create
docking input files for existing and new benchmarking sets for
use in virtual screening within 5 min on modern hardware.
Using this file format, we have reproduced six popular
benchmarking sets and created an example of a new
benchmarking set that can be used to evaluate how well
docking methods can reproduce the binding mode of a
compound in the presence of a Heme group. We believe that
the DUBS framework will enable users to create new
customizable and standardized benchmarking sets rapidly to
foster a new era of useful virtual screening pipelines.
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